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A simple algorithm 

co r rec t ing  convolutional 

Abstract  

1 i s  presented for f ind ing  rate - n 
codes. Good codes considerably 

Fandom-error 

longer  than 

any now known are obtained. 

f o r  convolut ional  codes, c a l l e d  the  free dis tance ,  is  included. 

Free d is tance  is p a r t i c u l a r l y  usefu l  when considering decoding schemes, 

such as sequen t i a l  decoding, which are not  r e s t r i c t e d  t o  a f ixed  con- 

s t r a i n t  length.  

f i e d  s l i g h t l y  t o  produce codes w i t h  known f r e e  d is tance .  

A discussion of a new dis tance  measure 

I t  is also shown how t h e  above algorithm can be modi- 



A CONSTRUCTION T E C H N I Q U E  FOR RANDOM- 

ERROR CORRECTING CONVOLUTIONAL CODES* 

by 

Daniel  J .  Costel lo ,  Jr., Student Member, IEEE 

I. Introduct ion 

Following Wozencraft and Reiffen [l], w e  can r ep resen t  a rate 

1 
n R = - ' l inary convolut ional  code of memory order  m as fol lows:  

t = i G  .- - 
where 

i = [i ,il,i2,...l 
0 - 

are semi- inf in i te  row vectors  and =r;;z 
+g- n 

0 

. . . 
. 

0 . . 
is a semi - in f in i t e  matrix and where 

g is c a l l e d  t h e  penera tor  of t he  code. 

be f i l l e d  with "zeros". 

t- 

A l l  b lanks i n  G are assumed t o  

i i s  the  ( j + l I s t  information d i g i t  and t (1) 
j 1 %  

f-\ I - \  ,..., t- \ L J  

J J 

\ L A 1  

j '  
is t h e  subblock of encoded d i g i t s  corresponding t o  i 

* This  work was supported by the  Nat ional  Aeronautics and Space Admin- 
i s t r a t i o n  (NASA Grant NGR 15-004-026) i n  l i a i s o n  with t h e  F l igh t  
Data Systems Branch of the  Goddard Space F l i g h t  Center,  and forms 
par t  of a d i s s e r t a t i o n  t o  be  submitted i n  p a r t i a l  f u l f i l l m e n t  of  
t h e  requirements f o r  t he  doctor 's  degree i n  e l e c t r i c a l  engineer ing 
at  the  Universi ty  of Notre Dame, Notre Dame, Indiana.  
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The code is  spec i f i ed  by G and i s  s a i d  t o  b e  i n  canonic systematic  form 

The first j + 1 subblocks of t r ansmi t t ed  d i g i t s  can be represented 

as follows: 

( 2 )  t = i G , j = O , 1 , 2  ,... 
- j  -j j 

where t = C t  (1) ,. . .,t ( n )  , tl (1) , . . . ,tl ( n )  , . . . ,t (1) 9 .  *,t 9, 
3 0 0 j j 

i. = C i o , i l  ,..., i.1, 
-1 I 

and G .  conta ins  only the  first ( j  t l ) n  

sys temat ic  codes,  

columns of G ,  e.g. f o r  canonic I 

- r 

= 0, k = 1 , 2 , .  . .:n, i f  i > m .  The first row of  G.  w i l l  be de- (k) where gi 

no ted  g.. 
3 

3 

Note t h a t  each information d i g i t  affects a span of  a t  most (m+l:n 

t r a n s m i t t e d  d i g i t s  s ince  each row of G has non-zero e n t r i e s  over a t  most 

t h i s  span. 

v o l u t i o n a l  code of memory order  m. 

Hence n = (m+l)n is ca l l ed  t h e  c o n s t r a i n t  length of  a con- 
A 

Decoding i s  o f t e n  assumed t o  be done 



by looking a t  only one cons t r a in t  length of received d i g i t s  commencing 

with t h e  

o f  t ransmi t ted  d i g i t s  is  given by 

information d i g i t  t o  be decoded. The f i rs t  c o n s t r a i n t  l ength  

-m t = i  - m m  G . (4)  

The minimum dis tance ,  d , of a convolut ional  code of memory or- min 

de r  m is defined [11 as 

where $(.,.) denotes t h e  Hamming dis tance between t h e  two vectors  

and t h e  minimization i s  over  a l l  i = [io,il,. ..,i I and = [io',ilt, ... 
-m TrI 

..,i ' I  with i # iot. I t  follows r e a d i l y  111 t h a t  m 0 

= min W (i G ) dmin H ITI m ie# o 
(6) 

where WH(.) denotes the  Hamming weight of  t h e  enclosed vec tor .  

For t he  purposes o f  t h i s  paper, it is  convenient t o  def ine  a new 

q u a n t i t y ,  c a l l e d  the  column d is tance .  

Def in i t i on  1. 

d i s t a n c e ,  d is given by 

1 Given a r a t e  - convolutional code, t h e  order  j column n 

j' 

f o r  j a 0,1,2 ,... . 
Clearly,  

(8) - 
dmin - dm* 

We now proceed t o  c o l l e c t  some simple p rope r t i e s  of  t h e  column 

d i s t a n c e .  A t r i v i a l  modification o f  t h e  proof of (6) y ie lds :  



Property 1. d = min W ( i .G.1.  

Property 2 .  d .  &WH(gj). 

Proof: Taking i = 1 and i 

Hence by property 1, d 4 W ( 1. 

Since i . G .  is always the  lead ing  por t ion  of [i., ijtll Gj+ l  = i 

follows immediately from property 1 t h a t :  

j io#o H - I  I 

1 
= i2 = ... = i = 0, w e  have i . G .  = gj. 

1 i -1 1 0 

j ~ % i  
G , it -1 1 -1 -jtl j + l  

Property 3 .  d Ld , j =0 ,1 ,2  ,... . 
It  is w e l l  known [l] t h a t  i 

j j t l  

can be co r rec t ly  decoded by a min- 
0 

imum dis tance  decoder opera t ing  on the  first n 
d -1 min 

2 0 

rece ived  d i g i t s  i f  A 

or fewer e r r o r s  occur over the c o n s t r a i n t  l ength .  Once i has been - 
decoded by opera t ing  on t h e  received d i g i t s  i n  subblocks 0 through m, 

i ts e f f e c t  can be removed from t h e  received sequence and i 

i n  e x a c t l y  t h e  same fashion by operat ing on t h e  rece ived  d i g i t s  i n  sub- 

can be decoded 1 

blocks 1 through m t l .  This procedure can be continued i n d e f i n i t e l y  t o  

decode a l l  t h e  information d i g i t s .  Such a decoding technique has been 

termed feedback decoding by Robinson C21. 

This discussion suggests  t h a t  an appropr ia te  " c r i t e r i o n  o f  good- 

ness" f o r  convolut ional  codes is a high minimum d i s t ance  t o  cons t r a in t  
d 

l e n g t h  r a t i o ,  - Indeed t h e  commonly accepted " c r i t e r i o n  of good- 

ness" i s  t h e  asymptotic G i lbe r t  bound 111, i . e .  a convolut ional  code of 

memory order  m is s a i d  t o  be a "good" code i f  H(-1 %in 2 1 - R ,  where H(x) = 

= -x log  x - (1-x) log (1-x) is the  binary entropy func t ion .  
2 2 

is obviously des i r ab le  t h a t  t he  complexity o f  t h e  encoder be kept  as 

min 

A n - . 

"A 
Also it 

small as poss ib le .  The usua l  encoding c i r c u i t  fo r  an R = - 1 sys temat ic  n 
convolu t iona l  code is  shown is  f i g u r e  1, and it is noted t h a t  t h e  number 

of two-input modulo-two adders required t o  implement t h i s  encoder is 



exac t ly  WH(g) - n .  Thus minimizing W ( f o r  a given dmin and n mini- 

mizes the  number of modulo-two adders i n  the  encoder. A l l  t h e  codes 

presented i n  t h i s  paper w i l l  exh ib i t  t h i s  proper ty ,  i . e .  f o r  a given 

H g  A 

and n W (8) w i l l  be the  minimum poss ib l e  value.  dmin A '  H - 

11. An Algorithm f o r  Finding "Good" R =L 2 Convolutional Codes 

In  t h i s  s ec t ion ,  a simple algorithm w i l l  be given which w i l l  be 

convolut ional  codes f o r  a l l  m < 71. shown t o  produce "good" R = - 2 

F i r s t  a s ta tement  of  t he  algorithm is given and then s e v e r a l  i n t e r e s t -  

- 

ing  p rope r t i e s  of the  codes produced are shown. 

Algorit im A l .  

(0) S e t  go = 1, d = 2,  and j = 1. 
0 

(1) S e t  g j  = 1. 

( 2 )  Compute d If d .  > d , go t o  (4). 

( 3 )  S e t  g = 0. 

( 4 )  

j' 1 j-1 

j 
If j = m, s top .  Otherwise set  j = j + 1 and go t o  (1). 

Property A l - 1 .  = d. f o r  j = O , l , . . . , m .  
3 

Proof: WH(gj) 2 d j  by property 2 o f  the  column d is tance .  

is permanently s e t  t o  1, i . e .  W ( ,) 

Since 83 

is increased  by one, i f  and only 
H g1 

i f  d > di-l, W ( .) < d..  Therefore WH(gj) = di 

Since property 2 of the  column d is tance  r equ i r e s  t h a t  WH(h)Ldm = dmin, 

proper ty  A l - 1  ensures  t h a t  WH(&) is minimal and hence the  r e s u l t a n t  

code r equ i r e s  t h e  minimum ~1~mher nf moduln-twn adders i n  i t s  encodinn 0 

j HE1 - 3 

c i r c u i t s .  



Property A1-2. 

d 

Proof: Property A1-2 follows d i r e c t l y  from algori thm A 1  and from 

I n  the  computation of  s t e p  (21, i f  d j  > dj-l, then 

= d +l. If g is set  t o  0 i n  s t e p  ( 3 ) ,  then  d j  = dj-l. 
j j -1 3 

property A l -  1. 

Property A1-3. The codes obtained from algori thm A 1  e x h i b i t  t h e  

"nested" proper ty ,  i .e .  f o r  m < m2, b2 - - [h,, 0,  &l+iOygml+2,... 
1 

. * e ,  0, &m 1. 
2 
Property A1-3 follows d i r e c t l y  from algori thm A l .  Proof: 

Property Al-4. 

Proof: Assume g = 1, j - > 1. Then set  gj+l = 1. The information 

sequence i = i = I, il = i 

a codeword with dj+l = d . .  

Property A1-4 allows us automatically t o  add a "zero" t o  g 

i n g  each "one" beyond go. 

of  t imes s t e p s  1 and 2 must be appl ied t o  reach a given length code. 

If g j  = 1, then gj+l = 0, j = 1 , 2 , . . . , m  . 
j 

- = 0 always produces j-1 - i j + l  ... = i - - 
2 o j  

Therefore a lgori thm A 1  w i l l  s e t  gj+l = 0.  
I 

af ter  add- 
j 

This permits a shor t cu t  t o  reduce t h e  number 

Proper ty  A1-5, (op t ima l i ty  property) .  Let be  t h e  generator  ob ta in-  

ed by using algorithm A l .  L e t  # & be any o t h e r  genera tor  of  t h e  

same length such t h a t  W,(qt) = d I ,  j = 0, 1, ..., m, i .e .  such t h a t  

each ((one" i n  the  genera tor  increases  the  column d is tance  by one. 
j 

Then 

t h e r e  e x i s t s  a j o , O (  j < m such t h a t  d .  > d 

i = 0, 1, 2, . . . , jo- 1. 

Proof:  

and di = dit  for  
0 -  io jo  

Assume t h e  first point: a t  which the  two genera tors  disagree,  - 
= 1. Then d = d.  +1 > d.  But 

j 0  3 0  30 jo, 0 j < m, has  g .  = 0, gjo 
0 -  3 0  

t h i s  i s  impossible,  since if the  column d is tance  can increase  a t  j o  al- 

gorithm A 1  would make g 

two genera tors  d i sagree  must have g jo= 1, g j  

= l. Therefore the  first po in t  a t  which the  
jo 

= 0,  and hence d .  > d I .  
0 30 jo  



I. 

The opt imal i ty  property shows t h a t  any o t h e r  a lgori thm f o r  generat ing 

convolut ional  codes which increases  the  column d i s t ance  by one each 

time a "one" i s  added t o  t h e  generator  d i f f e r s  f r o m  a lgori thm A 1  

i n  t h a t  such "ones" are not  always added a t  t h e  first opportuni ty .  

Algorit im A 1  was programmed on t h e  Univac 1107 computer a t  t h e  

The most d i f f i c u l t  p a r t  of a lgori thm A 1  Universi ty  Computer Center.  

t o  program is  the  computation of d .  i n  s t e p  ( 2 ) .  

i n g  a sequential-decoding-like algorithm suggested by Forney C3l e 

program took approximately one and one-half hours t o  reach m = 71. 

This  was done by us- 

The 
3 

The codes obtained from algorithm A 1  are compared with Bussgang's 

C43 opt imal  codes and Lin and Lyne's [SI near-optimal codes i n  Table I.  

Bussgang's computer search  f o r  optimal codes reached m = 15  before  the  

amount of  computation became too  l a rge .  

t h e i r  near-optimal search out  t o  m = 20. 

simple t o  allow hand computation out t o  m = 22 and it was extended t o  

m = 71  by computer. T a b l e  I also compares t h e  codes obtained with 

t h e  G i l b e r t  Bound [4,5], and it can be seen t h a t  t h e  codes remain "good" 

out  t o  m = 71. An i n t e r e s t i n g ,  bu t  as y e t  unsolved, quest ion is whether 

a lgori thm A 1  w i l l  continue t o  produce !'good" codes, ;.e. codes whose 

d i s t ance  increases  l i n e a r l y  with j as  j becomes a r b i t r a r i l y  l a r g e .  The 

amount of computation requi red  by algorithm A l ,  because of the  ca lcu la-  

t i o n  of d .  i n  s t e p  ( 2 ) ,  appears t o  increase  exponent ia l ly  with increas-  

i n g  m ,  as it does i n  a l l  known search techniques f o r  f ind ing  codes. 

H~wever, fer given mi zlgnyithrn A 1  r equ i r e s  s u b s t a n t i a l l y  less compu- 

t a t i o n  than t h a t  suggested by Lin and Lyne. 

Lin and Lyne were ab le  t o  car ry  

Algorithm A 1  is s u f f i c i e n t l y  

3 



111. Algorithms f o r  Generating "Good" R = -  1 and R = - 1 Codes 
3 4 

1 For r a t e s  R = - n' 
= W ( .) for j = 0 ,  1, 2 , .  . . , m  and "ones" are added 

n >  2, w e  again seek an algori thm for  generat ing 

codes such t h a t  d 

t o  t h e  genera tor  a t  the  first opportunity cons i s t an t  with t h i s  cons t r a in t .  
j H % 

( n )  , t o  be ( 2 )  ( 3 )  Since the re  are now n - 1 d i g i t s ,  v iz .  g , g 
j ' * * * ' g j  j 

spec i f i ed  i n  each subblock, t h e r e  w i l l  no t  be a unique algori thm with 

t h e  above property for n > 2 .  For example, f o r  n = 3 the  t h r e e  follow- 

i n g  algorithms each r e s u l t  i n  a code such t h a t  d 

are added t o  gm a t  t h e  earliest  opportunity.  

known C51 t h a t  d .  L di ltl so t h a t  it is unnecessary t o  tes t  t h e  choice 

= W ( ) and "ones" 
j H %  

For n = 3, it is  w e l l  

1 -  - + 

= 1 since the  column d is tance  can never increase  by 2 .  ( 2 )  - ( 3 )  
g j  - g j  

Algorithm A 2 ,  

( 3 )  = 1, do = 3 ,  and j = 1. ( 2 )  - 
- go (0) S e t  go 

( 2 )  Compute d . .  If d j > d f l ,  go t o  ( 6 ) .  

( 3 )  S e t  g 

( 4 )  Compute d j .  

3 
= 1. ( 3 )  = 0, gj 

( 2 )  
j 

If d j  > dj-l, go t o  ( 6 ) .  

= 0. (2)  - ( 3 )  
( 5 )  S e t  g - g j  j 
( 6 )  If j = m, s top .  Otherwise s e t  j = j t l  and go to (1). 

Algorithm A 3 .  

Steps (0) through ( 5 )  a r e  the  same as i n  algorithm A 2 .  

(6) If j = m, s top .  Otherwise,  in terchange s t e p s  (1) and ( 3 1 ,  

set  j = j t l ,  and go t o  (1). 

Algorithm A4. 

Steps (0) through (5) a r e  the  same as i n  algorithm A 2 .  

( 6 )  If j = m, s top .  Otherwise, i f  d .  increased  during s t e p  (21 ,  
1 



interchange s t eps  (1) and (31, set j = j t 1, and go t o  

(1). If d .  increased during s t e p  (4)  o r  remained t h e  same, 

se t  j = j t 1 and go t o  (1). 
1 

The codes obtained from algorithms A 2 ,  A3, and A 4  are shown i n  

Table I1 and are compared t o  Bussgang's codes, Lin and Lyne's codes, 

and t o  the Gi lbe r t  bmnd. 

by computer i n  a few minutes. 

Each algorithm was c a r r i e d  out  t o  m = 35 

Again t h e  codes were q u i t e  "good" and 

1 are considerably longer than o the r  known trgood" R = - codes,  3 

t h a t  t h e  codes obtained from Algorithms A2, A3, and A 4  e x h i b i t  about 

t h e  same dis tance  p rope r t i e s .  

Note 

Indeed it seems the  many va r i a t ions  

1 
3 o f  t h e  algori thm ava i l ab le  f o r  R = - w i l l  have l i t t l e  e f f e c t  on t h e  

d is tance  p rope r t i e s  o f  t h e  r e s u l t i n g  codes. 

Note t h a t  a t  m = 7,  t h e  code obtained from algorithm A 2  is  

a c t u a l l y  b e t t e r  than Lin and Lyne's near  opt imal  code. 

t h a t  t h i s  code meets the  P lo tk in  upper bound [SI on minimum dis tance  

a t  m = 7. 

I t  can be shown 

( 4 )  m u s t  be spec i -  ( 2 )  ( 3 )  codes, g j  g j  , and g j  1 To generate  R = - 4 

f i e d  f o r  each j ,  and it m u s t  be recognized t h a t  an increase of e i t h e r  

one o r  two i n  t h e  column d is tance  f o r  each j is  poss ib le .  Only one al-  
l 
4 gorithm w i l l  be given f o r  generating R = - codes with the  property t h a t  

d j  = W,(%) and "ones" are added t o  the  genera tor  a t  the  e a r l i e s t  oppor- 

t u n i  t y  . 
Algorithm A S .  

( 4; = 1, do = 4, and j = 1. ( 2 1  - ( 3 ;  - 
- go - go (0) S e t  go 

= 0,  i = 1, and go t o  ( 8 ) .  ( 4 )  ( 3 )  = 1, g; ( 2 )  - 
(1) S e t  g, - g, 

J J J 

( 2 )  S e t  g ( 3 )  = 0 ,  g j  ( 4 )  = 1, i = 2, and go t o  ( 8 ) .  
j 



= 0, g j  ( 3 )  = 1, i = 3, and go t o  ( 8 ) .  

= 0, i = 4, and go t o  ( 8 ) .  

( 2 )  

( 3 )  

( 3 )  

( 2 )  

j 
( 3 )  S e t  g 

j 
(4 )  Se t  g 

j 
( 5 )  S e t  g 

j 
(6) S e t  g 

( 2 )  = 0 and t o  t o  ( 9 ) .  1 (7) S e t  g 

( 8)  

(9) 

= 0, i = 5 ,  and go t o  ( 8 ) .  

= 1, g j  ( 3 )  = 0 ,  i = 6,  and go t o  ( 8 ) .  

( 4 )  = 1, gj 

Compute d . . 
If j = m s top .  

If d j  = dj-i, - IIO t o  (i+l). 
3 

Otherwise, set  j = j+l and go t o  (1). 
1 Table I11 compares t h e  R = codes generated by algorithm A5, 

i i n  and Lyne's codes, and t h e  Gilber t  bound. 

out  t o  m = 35 by computer i n  about 10 minutes and again "good" codes 

were found. 

Algorithm A5 was c a r r i e d  

For c e r t a i n  decoding schemes, such as sequen t i a l  decoding, t h e  

decoder is  not  cons t ra ined  t o  consider only one c o n s t r a i n t  length of  

rece ived  d i g i t s  while attempting t o  decode a p a r t i c u l a r  t ransmi t ted  

d i g i t ,  b u t  may search over s e v e r a l  cons t r a in t  l engths .  

t h e  convent ional  minimum dis tance  loses much of i t s  meaning. 

I n  such cases, 

Massey 171 

has suggested def in ing  a new dis tance measure, c a l l e d  the  free d i s t ance ,  

appropr ia te  f o r  an hypothe t ica l  decoder which makes i ts  decoding deci-  

s i o n s  on t h e  b a s i s  of t h e  e n t i r e  received sequence. 

Def in i t i on  2.  

coiumn d is tance  a t  j = =. 
dfree - e- i . e .  the free d is tance  is  equal  t o  t h e  

Some p r o p e r t i e s  of d 

Proper ty  1. d < d < w ( f o r  a l l  f i n i t e  j ,  i n  p a r t i c u l a r  

can readi ly  be der ived.  
free 

j - f r e e -  ~g 
dm = d < d  < w,(g). min - free - 



I. ' 

I 
I 
I 
I 
i 
I 

follows d i r e c t l y  from property 3 of t h e  dfree Proof: d .  L d, = 

column d is tance .  d = d- g W,(@ follows d i r e c t l y  from property 2 

3 -  

free 

of  t he  column d is tance .  

Property 2 .  

A 4 ,  and AS,  dfree 

Proof: 

from algorithms A l ,  A 2 ,  A 3 ,  A4, and A S .  

Property 3.  For R -- canonic systematic  convolut ional  codes, 

= 9n-l)(m+l)m.  

Proof: 

of m or more llzerosT1 i n  it s ince  add i t iona l  llones'l i n  t he  information 

For a l l  t he  codes obtained from algorithms A l ,  A 2 ,  A 3 ,  

= d .  = dmin m 

= W ( g  1 = W ( 1 is a property of the  codes obtained de:- = d 
I I I A A A  m l4-m Hg 

- - 1 
n dfree 

We need no t  consider  any information sequence with a s t r i n g  

sequence can only add weight t o  the  codeword. Property 1 implies t h a t  

caii iievcr 3s more than ( n - l ) ( m + l ) t l ,  t h e  maximum number of  "ones" 2 U 

free 
1 
n i n  any R : - eanonic sys temat ic  generator.  

only information sequences which have a t  least one "one" every m d i g i t s ,  

a l l  codewords with i 

and a t  l e a s t  one "one" i n  every succeeding s e t  of m subblocks. 

Fore a l l  such codewords with i 

= d  i r  (n-l)(m+l)m subblocks. Hence dfree 

Proper ty  3 i nd ica t e s  t h a t  dfree can always be found by computing t h e  

column d is tance  over a f i n i t e  number of  subblocks.  

t h a t  t h e  r e su l t  of property 3 can be  s t rengthened considerably by more 

Since w e  are consider ing 

# 0 have a t  least one "one" i n  the  Oth subblock 
0 

There- 

# 0 must reach a weight of ( n - l ) ( m t l ) + l  
0 

n-1 (m+l)m. 

I t  is  conjectured 

d e t a i l e d  arguments, and probably t h a t  dfree - - dpm. If t r u e ,  t h i s  would 

s u b s t a n t i a l l y  s impl i fy  t h e  ca lcu la t ion  of dfree f o r  a given code. 

Free d is tance  i s  an appropriate  d i s tance  measure, no t  only f o r  

an unconstrained hypo the t i ca l  decoder, b u t  f o r  a p r a c t i c a l  decoder which 



I 

decodes i n  "frames1' o f  perhaps 10 cons t ra in t  l engths .  Suppose d - 
free 

- and f o r  s impl i c i ty  assume t h a t  d is an odd in t ege r .  Then a d l O m  free 
decoder confined t o  one c o n s t r a i n t  length w i l l  make a decoding error 

f o r  a t  l e a s t  one p a t t e r n  of %in+ 1 e r r o r s  i n  a "frame" whereas a 

decoder looking over 10 c o n s t r a i n t  lengths cannot make a decoding e r r o r  

dfreetl e r r o r s  occur i n  the "frame". Since f o r  small enough unless  

p ( d i g i t  e r r o r  p r o b a b i l i t y ) ,  t h e  decoding e r r o r  p robab i l i t y  is a func- 
2 

t i o n  only of the  minimum number of e r r o r s  i n  a "frame" t h a t  can cause 

is an important parameter f o r  a p r a c t i c a l  de- dfree 
a decoding e r r o r ,  

coder.  Since a sequen t i a l  decoder scans s e v e r a l  c o n s t r a i n t  lengths  be- 

is a more appropr ia te  d i s tance  measure d f r ee  f o r e  making a dec is ion ,  

than dmin for codes used with sequent ia l  decoding. 

Clear ly ,  it is of  considerable i n t e r e s t  t o  f i n d  codes with known 

d f r e e , e s p e c i a l l y  cedes f e r  which d > a  . 
f r e e  -min 

t h e  preceeding algorithms can be used f o r  t h i s  purpose. Algorithm A6 

i n d i c a t e s  t he  necessary modification of algorithm A l .  

Algorithm A6 (assume L - > m). 

( 0 )  S e t  go = 1, D = 2, and j = 1. 
0 

(1) Se t  g = 1. 

, set  D ( 2 )  Compute dL. If dL Djml 
j 

= dL and go t o  ( 4 ) .  
j 

( 3 )  

(4 )  If j = m, s t o p ,  Otherwise, set j = j + l  and go t o  (1). 

The following p rope r t i e s  of the  codes r e s u l t i n g  from algorithm 

Se t  g = 0 and D j  = Dj-L. 3 

A6 w i l l  be presented without proof .  

Proper ty  A6-2. I n  the  computation of s t e p  ( 2 ) ,  i f  d > D then D = D 
L j-1' j j  

ltl. 



Property A6-3. 

"nested property". (See property Al-3.). 

Theorem A6-1. W ( 

d i s t ance  o f  t h e  t runcated code with memory o rde r  j .  

Proof: 

tance.d L W ( by property 1 of free dis tance.  Therefore d - 
free- H 9j free- 

= W ( . I  f o r  a l l  j .  

I n  genera l  algorithm A6 w i l l  r e su l t  i n  generators  with g r e a t e r  

The codes obtained from algorithm A6 e x h i b i t  t h e  

= Dj = dfree f o r  a l l  j, where dfree is t h e  free H gj 

W I I ( g j )  = Dj L, dfree by property A6-1 and property 1 of free d i s -  

H %  

weight than those obtained from algorithm A l .  

codes obtained from algorithm A6 w i l l  be l a r g e r  than dmin f o r  t h e  

same length codes obtained from algorithm A l .  

Therefore, dfme f o r  t h e  

Table I V  shows t h e  r e su l t s  of applying algorithm A6 t o  t h e  con- 

1 s t r u c t i o n  o f  a R = - canonic systematic code with m = 35 and L = 71. 2 

I t  is i n t e r e s t i n g  t o  note t h a t  algorithm A 1  produced a code with m = 35 

- = 13. Algorithm A6 r e s u l t e d  i n  a code with m = 35 and dmin dfree 

was checked f o r  t h i s  code and found t o  be 13. and dfree 

Therefore,  algorithm A6 gave us a code with t h e  same length and t h e  

dmin = 17. 

same d b u t  with a l a r g e r  d . Clearly,  although t h e  two codes 

have t h e  same d 

a lower p r o b a b i l i t y  o f  e r r o r  when used with s e q u e n t i a l  decoding. 

fo r  t h i s  code, 

use with a decoder which searched over approximately two c o n s t r a i n t  

min ' f ree  

t h e  code obtained from algorithm A6 would e x h i b i t  min ' 
Since 

- it would seem most appropriate  f o r  dfree = d71 - d2mt1'  

l e n g t h s  on t h e  average. 

V .  Summary and Conclusions 

Simple and e f f i c i e n t  algorithms were given f o r  construct ing con- 

v o l u t i o n a l  codes of R = - 1 which yielded codes with d considerably n min 



b e t t e r  than the  Gilbert bound out t o  m = 71 f o r  R = and m = 35 f o r  T' 
and R = - 4' The algorithms always r e t a ined  t h e  property o f  min- 1 R = -  

3 

imizing the  number of modulo-2 adders needed i n  the  encoding c i r c u i t  

f o r  codes of a given length and minimum dis tance .  

A d e f i n i t i o n  was given f o r  a new dis tance  measure f o r  convolu- 

I t  was indica ted  t h a t  dfree t i o n a l  codes, c a l l e d  t h e  free d is tance .  

is a more important d i s tance  measure f o r  convolut ional  codes used with 

sequen t i a l  decoding than d 

not  l imi t ed  t o  a cons t r a in t  l ength .  

r e l a t e d  t o  the  p robab i l i t y  of e r r o r  for sequen t i a l  decoding than dmin. 

F ina l ly ,  a s l i g h t l y  modified algorithm waFshown t o  produce codes with 

s ince  a s e q u e n t i a l  decoding search  is  min' 
is  more c lose ly  f r e e  S p e c i f i c a l l y ,  d 

known d free 
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Figure 1. An encoding c i r c u i t  for an R = - 1 canonic sys temat ic  n 
convolut ional  code, gi ( j )  cGF(21, i =0,1, ..., m , j  = 2,3, ..., n .  
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d~ - d~~~~~~~ BOUND d~ = SUSSGANG dLL = dLIN and LYNE 
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